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Figure 1. Controlling eye blink and gaze of Emma Watson as Hermione Granger in the Harry Potter series. Top Left: Source image. Top
Center: Blink controlled image. Top Right: Gaze redirected image. Eye regions are magnified below each image.

Abstract

Recent developments in generative models have enabled
the generation of photo-realistic human face images, and
downstream tasks utilizing face generation technology have
advanced accordingly. However, models for downstream
tasks are yet substandard at eye control (e.g. eye blink, gaze
redirection). To overcome such eye control problems, we in-
troduce a novel framework consisting of two distinct mod-
ules: a blink control module and a gaze redirection mod-
ule. We also propose a novel data augmentation method
to train each module, leveraging style mixing to obtain im-

ages with desired features. We show that our framework
produces eye-controlled images of high quality, and demon-
strate how it can be used to improve the performance of
downstream tasks.

1. Introduction

Interest in generative models has greatly increased over
the past few years, some examples being image generation
by Generative Adversarial Networks (GANs) [11], Neural
Radiance Fields (NeRFs) [24, 29, 2], and diffusion mod-
els [13, 33, 26]. Generative models are now more than ca-
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Figure 2. Overview of the EyeBAG model

pable of creating photorealistic images, even for complex
objects such as the human face [14, 15]. Advance in gen-
erative models has accelerated the development of down-
stream tasks such as face editing [27, 32], face swapping
[22, 4, 35], and talking heads [3, 41, 6]. However, models
for face generation struggle when it comes to eye control,
and such imperfection quite often creates great awkward-
ness and a sense of alienation. In this work, we propose
a way to enhance the eye control of generative models;
specifically, we enable realistic eye blinks and gaze redi-
rection. To this end, we approach the problem from two
perspectives: the dataset and the model.

Commonly used, easily accessible datasets (e.g. CelebA
[23], FFHQ [14]) mainly consist of images that look straight
ahead directly towards the camera. In other words, ‘face im-
ages with naturally closed eyes’ and ‘face images looking
in different directions’ are relatively lacking, even though
such images are essential for models to learn ‘eye blink’ and
‘gaze redirection’, respectively. Furthermore, blink datasets
(Eyeblink8 [7], Researcher’s Night [9]) and gaze datasets
(RT-GENE [8]) generally do not provide high-quality data.
We feel that building a suitable dataset is greatly important
for training superior blink and gaze models, hence we de-
sign a novel method to expand our dataset using style mix-
ing. Using this method, it is possible to produce a dataset
comprising pairs of open-eye and closed-eye images neces-
sary for a model to train eye blinking. It is also possible to
produce an image dataset of human faces looking at various
angles, which enables high-quality gaze redirection train-
ing.

The Eye Blink And Gaze (EyeBAG) model consists of
two modules: a blink control module that regulates the de-
gree of an eye blink, and a gaze redirection module that
controls the direction of gaze. Each module is trained indi-
vidually with specially augmented datasets. When an input
image is given, the EyeBAG model facilitates eye blinking
and gaze redirection.

In summary, our main contributions are:

• The EyeBAG model that performs accurate blink con-
trol and gaze redirection with high performance

• A novel method for data augmentation with style mix-
ing

• Data augmentation for downstream task model learn-
ing

• A blink detection network that shows high accuracy
even for videos.

2. Related Work
Eye Blink Manipulation. Eye blink manipulation is es-

sential for face swapping and talking head models. In these
models, eye blinking is not performed well because of the
challenge of capturing and synthesizing the realistic move-
ment of eyes during the blinking process. Various tricks are
used to address the issue of the eyes not blinking in these
models. Deep Video Portraits [17] uses binary masks to
indicate the area of the eyes and explicitly conveys the in-
formation that the eyes are closed. RAD-NeRF [34] stores
eye-closing frames and synthesizes them in the video se-
quence periodically. This model requires a video for a spe-
cific subject.

One of the key challenges in blink manipulation is to
create natural-looking blinks while preserving the identity
and style of the subject. InterFaceGAN [31] can make eyes
blink, but looks forced. Our method is able to generate nat-
ural closed-eye images through a simple U-net-based archi-
tecture.

Eye Gaze Redirection. Gaze redirection is a promis-
ing research area because of its potential applications such
as video conferencing, virtual reality, and film-making.
Various methods have been proposed for gaze redirection.



Figure 3. Concept of style mixing. If the reference latent vector is injected in earlier layers (1 4), coarse structural features tend to mix. If
the new latent vector is injected in later layers (9 18), features such as color and texture are mixed.

Warping-based methods [10, 20, 19] learn the flow field,
but do not consider perceptual differences. 3D modeling-
based methods [1, 36] use a 3D model to match texture and
shape, but have many constraints for actual usage in the real
world. Achieving gaze redirection through 3D transforma-
tion [38, 5, 42] proves difficult for real-world application
due to the requirement of a depth map.

GAN-based gaze redirection is the most recent and re-
alistic way of creating gaze-manipulated eyes. GAN-based
methods leverage the ability of GANs that can generate re-
alistic images with high fidelity. Gaze manipulation using
GANs was first proposed by PRGAN [12]. It experimen-
tally verifies that GANs work well for non-frontal faces,
but the sizes of the eye images are too small for real use.
The dual in-painting model [39] shows high quality even
for wild images. It uses a novel method to create the Cele-
bAGaze dataset. Subject Guided Eye Image Synthesis [16]
proposes a mask-based method capable of gaze redirection
without gaze annotation.

GAN-based Data Augmentation. Attempt to apply
GANs to data augmentation is increasing in various fields
such as medical imaging [25], deep fake detection [30],
and domain adoption [28]. GAN-based data augmenta-
tion generates realistic synthetic data that closely mimics
real-world data, which improves the robustness and gener-
alization of deep learning models. DatasetGAN [40] pro-
poses an automatic procedure to generate massive datasets
of high-quality semantically segmented images. It gener-
ates datasets for image segmentation tasks, which include
pixel-level labelling of human face components. StyleGAN
[14] is able to create high-resolution images and has the
ability to blend images. In this work, we use StyleGAN
to create various eye conditions and use them for training
the blink control module and the gaze redirection module.

3. Method

3.1. Style Mixing for Data Augmentation

Concept of Style Mixing. Style mixing, supported by
StyleGAN2 [15], is a method of producing one image with
the traits of two or more images using the latent vectors
of the corresponding images. When a latent vector is in-
jected into the StyleGAN generator as a style reference, all
18 layers generally receive the same vector. However, when
style mixing is performed, selected layers receive as input
the latent vector of a completely different image. The orig-
inal image is transformed differently depending on the type
and number of layers that receive the ‘new’ latent vector, as
shown in Figure 3.

Until now, style mixing has existed only as a technique
for mixing different images or for mixing the styles of im-
ages in different domains, and there are very few cases in
which style mixing has been used as a tool for different pur-
poses [37, 43]. This paper introduces a novel method to
use style mixing as a tool for dataset extension. The blink
dataset is created by opening the eyes of closed eye face im-
ages, while the gaze dataset is created by shifting the gaze
of various images. The two differ because the blink con-
trol module requires paired data to learn the process of eye
blinking and the gaze redirection module benefits by acquir-
ing images of extreme case gazes.

Blink Data Augmentation. The dataset for training
the blink control module consists of pairs of open-eye
and closed-eye images. For the production of the dataset,
closed-eye face images and uncertain-eye face images are
directly selected from FFHQ random seeds (details in 4.1).
The average latent vector wavg is subsequently style-mixed
into each image, creating an open-eye face image, which
is paired with a closed-eye (or uncertain-eye) face image.



Figure 4. Style mixing comparison (blink)

Figure 5. Style mixing comparison (gaze)

Since the type and number of style-mixed layers produce
different results, we conduct experiments to specify which
layers should be mixed for best results. Figure 4 shows
that when the average latent vector wavg is style-mixed into
layer 6 and 7, the result is most consistent and adequate as
in Figure 4f. In Figure 4c, the eye seems to open some-
what, but it is hard to say that the eye is completely open.
In Figure 4d, 4e, 4g, the eye does not seem to open at all.
Style mixing all three layers as in Figure 4h gives similar
results to style mixing layer 6 and 7. However, having more
style-mixed layers implies more feature changes, which is
undesirable for a training dataset pair. There does not seem
to be a meaningful difference between Figure 4f and Figure
4h, so we decide to minimize the number of layers to be
style-mixed. Thus, data production is done by mixing two
layers: 6 and 7.

It is observed that people’s iris colors show randomness
when their eyes are open, even though there is no infor-
mation about each person’s iris color and the same wavg is
mixed into each image. This phenomenon is due to the fact
that low layers of StyleGAN express structural features, and
finer features such as color or texture are expressed in higher
layers [14]. Since iris color is determined at layers higher
than 6 and 7, various colors appear under the influence of
the original latent vector. Such high iris feature diversity
enables us to produce unbiased datasets for eye blink train-
ing.

Gaze Data Augmentation. The dataset for training the
gaze redirection module is not composed of image pairs, but
unpaired images that look at various angles. FFHQ seed im-
age Figure 5b is used as a style-mix reference for gaze redi-

rection. We perform experiments to specify which layers to
style mix (Figure 5). Gaze redirection occurs when layer 6
is included for style mixing, and Figure 5c, 5f, 5h produce
similar levels of gaze redirection. It is considered advanta-
geous to change a minimal number of layers for maximal
resemblance to a real human face, so only layer 6 is style
mixed for dataset production. The direction of the gaze is
not transferred as a result of style mixing. Figure 5b looks
toward the right, while Figure 5c looks toward the left. This
indicates that ‘shifted gaze’ and ‘the exact direction of the
gaze’ are disentangled features, and only the former is trans-
ferred through style mixing.

3.2. Blink Control Module

Let Io be the open eye image and Igt be the blink-
controlled image. Igt can be either a closed eye or an uncer-
tain eye image. We aim to generate a blink-controlled eye
image Ibc with Io and a given blink score sb.

An open eye image is encoded and input to an Adaptive
Instance Normalization Residual Block (AdaIN ResBlock),
along with a blink score of either 0, 0.5, or 1. Blink scores
of 0 and 0.5 cause generation of closed eye images and un-
certain eye images, respectively. Blink scores of 1 cause re-
construction of open eye images. These blink scores pass
through a trainable multilayer perceptron (MLP). Closed
eye and uncertain eye generation are learned simultaneously
to effectively learn the entire blinking process, as uncertain
eyes serve as the intermediate stage between being ‘open’
and ‘closed’.



Figure 6. Blink control module

Figure 7. Gaze redirection module

3.3. Gaze Redirection Module

Data preprocessing is done for each eye image in the
dataset to create an empty-eye image, cropped iris mask,
and eye style image. The task of the module generator is
to reconstruct the GT image based on the three inputs. The
empty-eye image is created by masking the eye region of an
image, the exact region acquired by a pre-trained face pars-
ing network. The cropped iris mask is a mask of the visible
iris region. A pre-trained face parsing network outputs the
eye mask of an image, and a pre-trained iris detection net-
work outputs the iris mask of an image. A bitwise AND op-
eration of the two gives the cropped iris mask. The cropped
iris mask and empty-eye image are concatenated and en-
coded before being input to an AdaIN ResBlock. The eye
style image is an image of only the iris and pupil. It acts
as a style reference, also input to the AdaIN ResBlock. Eye
style images undergo scaling and rotation to exclude any
structural information.

3.4. Objectives

We train both the blink module and the gaze module
based on supervised learning and both modules use similar

loss functions. We define a reconstruction loss as a combi-
nation of pixel level L1 distance and Perceptual Image Patch
Similarity (LPIPS) loss.

Lrecon = λpixel∥Ibc − Igt∥+ λLPIPSΦLPIPS(Ibc, Igt)

The predicted blink score output from the discriminator
(so) is compared with the ground truth blink score (sb) input
to the blink module. In addition, in order to prevent the
predicted blink score from being polarized, a regularization
term is added that induces the distribution of the predicted
blink score to be centered at 0.5.

Lscore = λblink∥so − sb∥+ λreg∥so − 0.5∥

We add the adversarial loss using a projected discrimina-
tor and a hinge loss function to produce realistic eye images
similar to real data. The blink and gaze modules are finally
trained with a weighted sum of the above losses as

Lblink = Ladv + Lrecon + Lscore

Lgaze = Ladv + Lrecon



Figure 8. Blink control results

Figure 9. Blink control results (sequential)

4. Experimental Results

4.1. Dataset

The blink control module is trained by a locally gener-
ated dataset, constructed from 1120 closed eye face images
and 614 uncertain eye face images selected from FFHQ ran-
dom seed images. These images undergo style mixing to
create open eye face images, and each image is paired with
its corresponding style mixing result. All face images are
then cropped to create 256*256 eye centered images, and
left eye centered images are horizontally flipped for con-
sistency with right eye centered images. Cropping is done
based on the facial landmarks determined by a pre-trained
facial landmark detection network.

The gaze redirection module is trained by the FFHQ
dataset, along with a locally generated dataset. Style mix-
ing is performed on 5000 FFHQ random seed images to
produce a dataset, from which cases wearing eyeglasses or
sunglasses are subsequently filtered out. All faces are then
cropped into 256*256 eye centered images.

4.2. Implementation Details

For both the blink control module and gaze redirection
module, Adam optimizer [18] with β1 = 0, β2 = 0.999
is used for training. Learning rates are set to 0.0001 for
the generators, and set to 0.00001 for the discriminators.
λpixel = 10, λLPIPS = 10, λblink = 1, λreg = 0.1 for the
blink control module, and λpixel = 30, λLPIPS = 30 for
the gaze redirection module.

4.3. Blink Control Module

Qualitative Results. Qualitative results are examined
using sample images from the CelebA-HQ dataset [21].

Transformed eye centered images output by the blink
control module are attached back into the original face im-
age using a gradient mask for natural blend. The gradient
mask is created so that the weight of the output eye image
is high in the eye area where large changes occur, and the
weight gradually decreases in the surrounding area. This al-
lows for minimal change in features outside the eye region.

Image generation by the blink control module is shown
in Figure 8. Inputting the source image Figure 8a with a
blink score of zero creates the closed eye image Figure 8b.



Figure 10. Qualitative comparison

A blink score of one creates reconstruction of the original
image Figure 8d. Inputs between zero and one create un-
certain eye images, as in Figure 8c. For all datasets, photo-
realistic high-quality images are generated.

The blink control module is also able to express inter-
mediate inputs other than the scores it is trained on. Figure
9 seems to depict the actual process of blinking, and the
degree of the blink has a strong correlation with the input
blink score. Sequential display of images with gradually
decreasing blink score inputs produces a video that greatly
resembles an actual blinking human.

4.4. Gaze Redirection Module

Input of horizontal shift value and vertical shift value is
all that is needed to create a gaze-redirected image. In-
putting the two values shifts the iris mask of the original
image accordingly, before it is combined with the eye mask.
This results in a new cropped iris mask, which in turn gen-
erates a new eye image. Any value can be input as the hori-
zontal or vertical shift amount, allowing for gaze redirection
with complete freedom. The eye centered images of Figure
11c indicate how gaze can be redirected towards any direc-
tion. Moreover, iris style is preserved with high quality,

Figure 11. Gaze redirection results

Figure 12. Iris style transfer. For all three images on the bottom
row, the same empty-eye image and cropped iris mask are used.
Each image uses a different eye style image, shown on the top row

and iris styles of other face images can be transferred to the
original image. Figure 12 visualizes the effects of inputting
different iris styles to an original eye image.

Ablation study of how data augmentation through style
mixing improves model performance is displayed in Figure
13. Data augmentation helps preserve the style and struc-
ture of the iris, especially in extreme cases. Thus, supple-
menting the FFHQ dataset with enough additional extreme
cases allows for the gaze redirection module to produce eye
images with higher quality and consistency.



Figure 13. Ablation study with and without style mixed data aug-
mentation. (a) Source images from the CelebA-HQ dataset [21].
(b) Gaze redirected images without data augmentation. (c) Gaze
redirected images with data augmentation. The style and structure
of the iris are better preserved with data augmentation.

5. Discussion
Blink Detection. Blink score measurement with the dis-

criminator of our blink control module is highly accurate
and consistent, as described in Figure 14. Accordingly, the
blink control module discriminator can be used as a pre-
trained blink detection network. Figure 14 shows blink de-
tection on frames of videos, each row portraying a series of
frames from a short blink video. Blink detection is achiev-
able at high consistency even for such videos, implying the
potential usage of our blink control module.

Performance Enhancement of Downstream Tasks.
Images of faces with closed eyes or different gazes are rel-
atively uncommon, causing models for downstream tasks
to be substandard at eye control. Our framework produces
realistic eye-controlled images of high quality, and such im-
ages can be used to improve eye control ability. Figure 15
demonstrates enhanced performance of face swapping mod-
els when supplemented by synthetic data. Models trained
on a data-augmented FFHQ dataset generate better results
compared to models trained without data augmentation, es-
pecially in the eye region.

6. Conclusion
In this paper, we propose a data augmentation strategy

and a framework for improving the eye control ability of
generative models. We first introduce a novel technique for
data augmentation that leverages style mixing. Locally gen-
erated datasets comprising the augmented data were used to
separately train two different modules, one for blink control
and one for gaze redirection. Our proposed framework, the
EyeBAG model, incorporates the two modules to enable en-
hanced eye control capacity. The EyeBAG model generates

Figure 14. Blink score measurement by the blink control module.
Each row are frames extracted from the same video. Numbers
indicate the output blink score, a higher score meaning the eye is
more ’open’ compared to a lower one. 0/1 mean closed/open eyes,
respectively.

Figure 15. Performance of face swapping downstream tasks en-
hanced by data augmentation. When the face swapping target has
eyes closed, models trained only on FFHQ give poor results. Sup-
plementing the model with blink image data generated by Eye-
BAG improves performance. Notice how the blinking state of the
target image is better preserved for models trained with augmented
data.

highly realistic images of blinking faces and gaze-redirected
faces, scarce data compared to the myriad of face images
looking forward. We demonstrate that face swapping mod-
els struggling for realistic eye control greatly benefit from
the data our model provides, and anticipate the same for
similar generative models.
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